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Abstract

Some abstract that manages to somehow summarise everything the entire thesis did. Good luck.
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Chapter 1

Introduction

This is a citation [1]. Also, Greenwade [1] has shown something important.

5



Chapter 2

Background

An overview of a multi-layer perception is shown in Fig. 2.1.
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Figure 2.1: A multi-layer feed-forward neural network with 3 inputs, a single hidden layer with 5
neurons and 2 outputs. Every output is connected to every input of the subsequent layer.
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Appendix A

Extra Content
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